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ABSTRACT
Trust is an important component of human-AI relationships and
plays a major role in shaping the reliance of users on online algo-
rithmic decision support systems. With recent advances in natural
language processing, text and voice-based conversational inter-
faces have provided users with new ways of interacting with such
systems. Despite the growing applications of conversational user
interfaces (CUIs), little is currently understood about the suitabil-
ity of such interfaces for decision support and how CUIs inspire
trust among humans engaging with decision support systems. In
this work, we aim to address this gap and answer the following
question: to what extent can a conversational interface build user
trust in decision support systems in comparison to a conventional
graphical user interface? To this end, we built a text-based conver-
sational interface, and a conventional web-based graphical user
interface. These served as the means for users to interact with an
online decision support system to help them find housing, given
a fixed set of constraints. To understand how the accuracy of the
decision support system moderates user behavior and trust across
the two interfaces, we considered an accurate and inaccurate sys-
tem. We carried out a 2×2 between-subjects study (𝑁 = 240) on
the Prolific crowdsourcing platform. Our findings show that the
conversational interface was significantly more effective in building
user trust and satisfaction in the online housing recommendation
system when compared to the conventional web interface. Our
results highlight the potential impact of conversational interfaces
for trust development in decision support systems.

CCS CONCEPTS
• Information systems → Decision support systems; Chat; •
Human-centered computing→ Empirical studies in HCI.
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1 INTRODUCTION
Trust is an implicit and fundamental tenet of human existence. The
world is able to function the way it does because of people’s trust
in the government, the financial institutions, the society, and each
other. Therefore, it is imperative for technology to earn and build
trust among users so as to increase adoption at a societal scale,
leading to more people benefiting from the technology.

Assistive technologies like decision support systems help hu-
mans in making decisions and provide the best course of action,
particularly when dealing with large amounts of data and complex
variables [13, 38, 43]. In spite of the numerous advantages intelli-
gent systems have to offer, widespread acceptance of such systems
is still impeded by a lack of trust [27]. Hence, it is important to bet-
ter understand factors that influence user trust in decision support
systems, and how trust formation can be better facilitated.

With the swift penetration of virtual digital assistants like Ama-
zon Alexa, Apple Siri and Google Assistant, the estimated number
of people using digital assistants worldwide was projected to reach
1.8 billion by 2021 [15]. Earlier forecasts from Gartner [28] sug-
gested that by 2020 “twenty-five percent of customer service and
support operations will integrate virtual customer assistant (VCA)
or chatbot technology across engagement channels” and that by
2025 50% of knowledge workers will use a virtual assistant on a
daily basis. Recent developments in conversational interfaces, both
text and voice, have provided users with new ways to interact
with machines. For instance, recent works by Mavridis et al. [29]
and Huang et al. [21] have successfully deployed conversational
interfaces for crowdsourcing microtasks. Others have shown that
conversational interfaces can improve engagement and experience
of work [35], improve memorability of information consumed [37]
or facilitate training [4]. Yet, there is a lack of understanding about
how conversational interfaces shape user trust. To address this
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research gap, we explore the extent to which a conversational in-
terface facilitates trust formation in a decision support system in
comparison to a conventional graphical user interface.

To understand how the accuracy of the decision support system
affects user behavior and trust across the two types interfaces (CUI
vs GUI), we also considered accurate and inaccurate decision sup-
port systems, and therefore carried out a 2 × 2 between-subjects
study by recruiting crowdsourced participants from Prolific1, who
were then tasked with finding the right housing based on prede-
fined constraints. Participants could use a decision support system
which suggests housing options based on configurable filters. The
rationale behind choosing this context for the decision support sys-
tem was the current housing crisis in many countries including the
Netherlands [11]. We first created a curated dataset representing
real-world houses, and generated realistic house-hunting scenar-
ios with a varying complexity. We then presented house-hunting
scenarios to participants with either a conversational interface or a
conventional web-based graphical user interface. Participants were
expected to find and submit the correct house, fitting all constraints
laid out in their scenario (akin to real-world housing search).

We found that users tended to trust conversational in-
terfaces more in comparison with conventional web-based
graphical user interfaces, while interacting with identical deci-
sion support systems for housing recommendation. Interestingly,
this observation was found to be independent of the accuracy of
the decision support system. Our findings can inform interaction
design in other domains where a decision support system is needed,
for example, assistance in selecting the right university for edu-
cation, or determining the appropriate selling price of a used car.
Overall, this work provides insights and has broad implications for
building trust in decision support systems.

2 RELATEDWORK
We position our work across different realms of related literature –
approaches to trust and decision support systems in HCI, the role
of interfaces in building trust, and conversational crowdsourcing.

2.1 Approaches to Trust and Decision Support
Systems in HCI

Trust is a multi-faceted and multi-dimensional concept. In exist-
ing literature, trust has been explored from various contexts such
as interpersonal relationships, management and employees, orga-
nizational productivity, and relationship management [26]. This
context has lead to a number of definitions of trust [45]. In Rotter
[40], authors define trust as “expectancy held by an individual that
the word, promise or written communication of another can be
relied upon”. Johns [22] defines trust as “willingness to rely on an
exchange partner in whom one has confidence”. Mayer et al. [30]
defines it as “willingness of a party to be vulnerable to the actions of
another party based on the expectation that the other will perform
a particular action important to the trustor, irrespective of the abil-
ity to monitor or control that party”. Hoff and Bashir [19] models
the complexities of trust in three layers of variability: dispositional
trust, situational trust and learned trust. As per this model, the trust
of a human in an automation is contingent upon the individual’s
1https://prolific.co

tendency to trust automation, the context of the interaction and
past experiences with the system. Specifically, Corritore et al. [8]
models trust in an online environment which includes information
or transactional websites on the basis of three factors: ease of use,
risk, and perception of credibility. For the context of our system,
we follow the definition of trust as defined by Lee and See [26] i.e.
“Trust is an attitude that an agent will help achieve an individual’s
goals in a situation characterized by uncertainty and vulnerabil-
ity”. The agent here, can be any computer technology or another
human and the degree of reliance of the trustor on this agent will
characterize trust.

Decision support systems are interactive systems that aid hu-
mans in making decisions when there are a number of complex
variables. Decisions utilizing decision support systems (DSSs) can
be made more quickly and accurately than unaided decisions [42].
More recently, Erlei et al. [12] showed that humans tend to over-
write their economic self-Interest to avoid bargaining with AI sys-
tems. The wisdom of crowds has been employed in decision sup-
port systems to improve their knowledge base. Hosio et al. [20]
use crowdsourcing tasks to populate the knowledge bases in an
easy and cost effective manner. Wen [47] studied the effect of a
conversational interface based decision support system for stock
investment activities. Yuan et al. [48] explore the requirements
of a decision support system in a clinical setting, where authors
concluded that user interface design and implementation were key
factors for the successful deployment of clinical decision support
systems. Informed by such prior work, in this study, we imple-
mented a decision support system to help users in finding housing,
and explored whether a conversational interface can better build
user trust in the system.

2.2 Role of Interfaces in Shaping User Trust
The effect of interface design to make the human interaction more
engaging has been widely researched. In a previous study [32],
the authors explored the etiquette for human computer interac-
tion and found that the humans already share a relationship with
the computer tools. Furthermore, Nass and Lee [33] explore the
software acceptance by users and finds that the software, which
is more similar to humans is likely to be more readily accepted.
Lee and See [26] provide several guidelines for creating trustable
automations ranging from showing its past performance to con-
veying its purpose clearly, as well as simplifying it to make it more
understandable to the user. In a prior work by Tolmeijer et al. [44],
the authors propose ways to repair trust and mitigation strategies
for human-robotics interaction systems. Antrobus et al. [5] explore
the use spoken natural language interface (NLI) to improve trust in
autonomous vehicles. It is found that while the trust was similar
for both the NLI and traditional touchscreen based interface, the
satisfaction and confidence of the users was higher in NLI. In a sim-
ilar study for autonomous vehicles [41], it is found that interfaces
such as conversational interface which mimic human traits can
help in increasing people’s trust. Similarly, Weitz et al. [46] found
that integrating virtual agents into the explainable AI interaction
led to increase of trust in intelligent systems. Following this, in our
system, we postulated a hypothesis that a conversational interface
that has a personality close to humans is more trustworthy.

https://prolific.co
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2.3 Conversational Crowdsourcing
Recent works have showcased the various benefits of using conver-
sational interfaces for crowdsourcing [10, 23–25, 36]. Huang et al.
[21] proposed Evorus, an architecture for crowd-powered conversa-
tional interface to provide high quality responses with low latency
and cost by leveraging past information obtained from crowd work-
ers. Abbas et al. [2] showed how fillers can be used to improve
perceived latency in crowd-powered conversational systems [3].
Mavridis et al. [29] explored the effectiveness of conversational
interfaces for crowdsourcing microtasks and found that they led to
an improved worker satisfaction compared to web-based interfaces.
Researchers have shown that using conversational interfaces for
crowdsourcing increased worker engagement as well as worker
retention compared to web interfaces [34, 35]. Furthermore, Hetti-
achchi et al. [18] develop Crowd Tasker which uses a digital voice
assistant for crowdsourcing tasks. It was found that compared to a
web interface, using a voice based interface can reduce the time and
effort required for initiating tasks while providing more flexibility
to the workers.

3 STUDY DESIGN
We carried out a crowdsourcing study to address the aforemen-
tioned research gap. In this section, we elaborate on the crowdsourc-
ing task design, the decision support system, the conversational
interface (Chat) and the conventional web-based graphical user
interface (Web), the task scenarios, and measures used in this study.

3.1 Task Design
In the tasks, the participants were provided with a housing search
scenario in a situated experiment fashion. The scenario represents a
student looking for a house in Delft, the Netherlands with a certain
given set of preferences. The participants were expected to interact
with the search system and find the house that fits all the prefer-
ences associated with the scenario. For each of the scenarios, there
was only one correct house in the dataset that fit all preferences.
The participants were assigned either a conversational interface,
or a typical web-based graphical user interface to find the correct
house. Upon submitting the preferences, the participants were pro-
vided with a house selected by the system based on the constraints
entered. At this stage, the participant could either submit the house
recommended by the system, or manually check all available houses
and find the correct house which matched all the constraints. The
actions and the decisions available to a participant were identical
across both the interfaces. Figure 1 presents an overview of the
interaction between the participant and the interfaces.

3.2 A Decision Support System for Housing
We built a housing recommender system to serve as a decision
support system in our study. We considered the potential role of
accuracy of the decision support system in shaping user trust and
behavior. To this end, the system was configured to be either ac-
curate (high accuracy) or inaccurate (low accuracy). In the high
accuracy conditions, the system recommends the house that cor-
rectly fulfills all the constraints given by the user (assuming that
the user enters all constraints correctly), while for low accuracy
conditions, a random incorrect house was selected from the list of

all available houses. As described earlier, the decision support sys-
tem was presented to the participants using either a conventional
web-based graphical user interface, or a conversational interface.

3.2.1 Web-Based Graphical User Interface. The web-based graphi-
cal user interface (Web) is a website designed as a portal for search-
ing houses. The web GUI task and its workflow is shown in Figure 2.
In the web GUI task, participants are directed to a screen displaying
the scenario, and encounter an attention check question asking for
the name of the persona described in the scenario ( w1 ). Only
when participants submit the correct name, they are directed to a
page to specify the constraints ( w2 ) given in the scenario. After
submitting the constraints ( w3 ), they are shown the house rec-
ommended by the DSS. Participants can either choose to submit
the house recommended by the DSS ( w4 ), or check the list of
available houses ( w5 ). If a participant chooses to view all the
available houses, a list of houses is retrieved from the database and
is displayed to the user along with the house recommended by the
DSS. On submitting a house, participants are asked to confirm their
house selection ( w6 ) or reset filters. If a participant chooses to re-
set filters, the constraints specified previously are cleared and they
are redirected to the constraints submission page. The participant
also has the option to view the DSS recommended house ( w7 )
after choosing to view all available houses. The web GUI task ends
when the participant submits and confirms a selected house, after
which they are directed to the next step in the workflow as shown
in Figure 4.

The web interface was built using React. All user actions in the
interface were logged using Node.js and Express, and stored in a
MongoDB database. The interface, including the APIs, is hosted on
a Heroku server (https://www.heroku.com/).

3.2.2 Conversational Interface. The conversational interface (Chat)
features a text-based conversational agent with which participants
can engage to specify their constraints. Figure 3 gives an overview
of the interface. In this task, the participant is provided with a
scenario text eliciting the housing constraints of a student in the sit-
uated experiment ( c1 ). The participants are expected to converse
with the conversational agent to provide their housing constraints,
unlike the web graphical user interface where participants are
provided a list of preferences to enter. The conversational agent
initiates a conversation by greeting the participants and asking
for the names assigned to them in the scenario ( c2 ). This first
prompt also serves as an attention check for the participant; in
that the conversational agent does not proceed until the correct
name associated with the scenario is entered. The conversational
agent then proceeds to engage in open-ended conversations with
the participants and the conversation can be steered by either the
participants or the agent. The participants are free to input either
free text or choose one of the suggestions buttons presented. The
conversation proceeds until the participants convey that they do
not have more preferences to convey, after which they are pre-
sented with a housing recommendation ( c3 ). At this stage, the
participants have the option to either submit the recommended
housing option or look at all the houses in the system and select one
of them ( c4 ). Participants can also reset all the constraints if they
think they may have committed a mistake. Once the participants
are satisfied with the housing option and submit the house, the

https://www.heroku.com/
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Figure 2: The web-based graphical user interface task and its workflow.
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Figure 3: The conversational interface and its workflow.

continue button is activated to allow participants to move towards
the next step of the workflow ( c5 ).

The conversation agent follows a frame based architecture [17]
which is built on top of Dialogflow Messenger [1]. The backend of
the agent is built on a Node.js web app deployed on a Heroku server.
This web app provides appropriate responses for each of the intents
and slots conveyed by the participant in the form of responses to
each POST request originating from the front end. Other parts of
the user interface are built using vanilla HTML and CSS.

3.3 Dataset and Scenarios
The dataset for housing options was manually created by scrap-
ing housing options from real online housing sites (such as
housinganywhere.com and kamernet.nl). The houses were cho-
sen such that each one of them has the the following properties:

(1) Housing type: The housing type had four options - studio,
apartment, private room or sharing.

(2) Duration: The amount of time in months, that the user
needs the house.

(3) Rent: The maximum rent of the housing option.
(4) Proximity to the supermarket: Whether or not a house

is close to the supermarket.
(5) Registration: Whether or not a resident at the housing can

be registered at the municipality.

We manually created six scenarios representing students looking
for housing options with specific preferences. These scenarios had
two different levels of complexity - easy and hard. In the easy
scenarios, participants were supposed to find a house according
to 3 given preferences. The hard scenarios had 5 preferences each.
Table 1 gives an example of an easy scenario and a hard scenario.
MongoDB was used both for storing data pertaining to the houses
and scenarios, and for logging user interactions in the tasks.

3.4 Measures
3.4.1 Measuring Affinity for Technology. Attig et al. [6] showed
that the affinity a user has towards technology interaction could be
seen as a subset of the user’s personality, and can be useful in help-
ing them cope with technology successfully. In order to understand



To Trust or Not To Trust: How a Conversational Interface Affects Trust in a Decision Support System WWW ’22, April 25–29, 2022, Virtual Event, Lyon, France

Table 1: Example easy and hard scenarios given to users in each task. Preferences in each scenario are highlighted in bold.

Complexity Scenario

Easy Your name is Cece. You are looking for a student house in Delft for a duration for at least 6 months. You are an international student and
need to be registered at the Delft municipality. You have a maximum budget of 550 euros. You don’t mind sharing a flat with others as
long as she has her own room. You also prefer to stay near supermarkets so that you can shop for groceries easily.

Hard You are Alice. You are looking for a place to stay in Delft for at least 1 year. You are an international student and require registration in
the municipality. You have no budget constraints as long as the commute time is less than 10 minutes by bike. Further, You prefer a
place near the city centre and supermarkets. You also prefer a studio compared to sharing.

the tendency of the participants of our study to actively engage in
interacting with either web or conversational interfaces, we used
the 9-item ‘Affinity for Technology Interaction’ (ATI) questionnaire
based on 6-point Likert scales ranging from Completely Disagree
to Completely Agree [14]. The questionnaire is presented to the
participants prior to the housing search task and is tailored to the
interface they are expected to interact with.

3.4.2 User Behavior. We analyse behavior of participants based on
3 aspects: the correctness of the submission, the time spent during the
task, and whether all the available houses were browsed. Since each
of the scenarios contains a set of constraints which are satisfied by
only one particular house in the database, we check the correctness
of user’s submission to investigate whether the accuracy of the
decision support system (either low or high) affects user behav-
ior. Furthermore, we measure users’ active task execution time to
understand how different interfaces can affect their behavior.

3.4.3 Measuring Trust in the System. To measure the trust that a
participant emulates in the interface used to complete the scenario,
we use a shortened version of the widely used “Recommender sys-
tems’ Quality of user experience” questionnaire [39] which consists
of the four main components of recommender systems useful in
modeling user trust. We use a subset of the questionnaire, consist-
ing of 26 questions divided into 8 categories. The questions are
answered using a 5-point Likert scale ranging from 1: Completely
Disagree to 5: Completely Agree. Negatively worded questions are
reverse coded to maintain uniformity. A ‘trust score’ is obtained
for each of the responses provided by a participant by averaging
over the scores of all the components of the questionnaire.

3.4.4 Measuring Satisfaction towards the System. For measuring
the satisfaction of the users towards the interfaces, we use a subset
of the shortened “Recommender systems’ Quality of user experi-
ence” questionnaire [39] used in the measurement of trust. The
subsets included in the measurement of satisfaction towards an in-
terface were the Quality of Recommendations, Interface Adequacy,
Interaction Adequacy, Ease of Use, Usefulness of the interface, and
Control and Transparency. The ‘satisfaction score‘ is obtained for
each response by computing the mean scores of the aforementioned
parameters.

4 EXPERIMENTAL SETUP
4.1 Experimental Conditions
We carried out a controlled crowdsourcing experiment with a 2 × 2
between-subject design. The independent variables were the user

interface (Chat vs Web) and the accuracy of the housing recom-
mender system (high accuracy vs low accuracy), resulting in four
experimental conditions:

1) Web-Low represents the condition in which participants were
asked to use the web-based graphical user interface to find a suit-
able house, with the recommender system configured to provide
inaccurate suggestions.

2) Web-High represents the condition in which participants were
asked to use the web-based graphical user interface to find a suit-
able house, with the recommender system configured to provide
accurate suggestions.

3) Chat-Low represents the condition in which participants were
asked to find a suitable house through a conversation with the
conversational interface, and featuring the recommender system
configured to provide inaccurate suggestions.

4) Chat-High represents the condition that participants are asked
to find a suitable house through a conversation with the conversa-
tional interface, and featuring a recommender system configured
to provide accurate suggestions.

In each condition, to maximize the chance of interaction between
the participant and the user interface, we ask each participant to
complete two house finding tasks (one relatively easy scenario
and one relatively hard scenario, as shown in Table 1). The order
of performing the two difficulty-level tasks is evenly distributed,
meaning in each condition, 50% of workers first perform the house
finding task in an easy scenario followed by a hard scenario, while
the other 50% perform the two tasks in reverse order. Through such
counterbalancing we avoid potential order effects.

4.2 Procedure
Participants for the study were recruited from the Prolific crowd-
sourcing platform. The crowd workers were invited to participate
in a study called “Test a Housing Recommendation System”. A total
of four single session studies were created according to the setup
outlined in Section 4.1. To ensure reliable and unique participation
for the experiments, only workers with a minimum approval rate
of 90% were allowed to participate, and workers were allowed to
participate in only a single experimental condition. We recruited
60 workers for each condition (30 workers first complete an easy
task, followed by hard task and 30 workers first complete a hard
task, followed by an easy task). Thus, 60 × 4 = 240 unique crowd
workers from Prolific participated in our study. Participants in our
study received 1.25 GBP upon successful completion of the task.
According to the report from Prolific, the actual average hourly
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Figure 4: An overview of the study workflow.

reward of our study was nearly 7.5 GBP (which is considered a
good payment on the Prolific platform).

The participants of the study were provided with a set of in-
structions, and on their consent, were redirected to the appropriate
interface based on the experimental condition. An overview of the
procedure involved in the study is shown in Figure 4.

In the first stage of the study, the participants were asked to
answer a set of pre-task questionnaires related to the interface
they were going to use in the experiment. The questions were
based on the ATI Scale. The participants were then directed to
the task consisting of a housing search scenario using either the
chat interface or the web graphical user interface. They were then
directed to the post-task questionnaire based on ResQue, regarding
the recommendation provided by the system. On completing the
questionnaire, the participants were redirected to a transition page,
from which they could continue to the second stage of the study.

The second stage consisted of a second housing search taskwith a
different scenario but with the same interface used in the first stage.
The complexity of the scenario was either hard or easy based on
the complexity in the first stage; each participant received one easy
and one hard scenario. Upon completing the task, the participants
were asked to fill in another post-task questionnaire regarding
the recommendation provided by the system in the second stage.
Finally, the participants were provided with a completion code
which they could enter on Prolific to claim their compensation.

5 RESULTS AND ANALYSIS
We filtered out participants with incomplete submissions before
carrying out our analysis. A few participants had completed only
one scenario and some had submitted the same task multiple times
by interacting with the conversational agent again after submitting
a house. A total of 222 valid submissions (111 unique participants)
were obtained for the conversational interface (Chat), and 234 valid
submissions (117 unique participants) for the web-based graphical
user interface (Web). We publicly shared all the data and the code
(including the analysis of affinity to technology interaction) for the
benefit of the community.2

5.1 User Behavior with the CUI
The analysis of user behavior with the conversational interface
is shown in Table 2. From the analysis, it is clear that the user
2https://sites.google.com/view/www22trust

performance in terms of finding the correct house was higher for
the condition with high accuracy than low-accuracy condition. It
also can be seen that user performance was mostly similar for easy
and complex scenarios. Further, for the condition with low accuracy,
participants were more inclined to distrust the suggestion given by
the systems, and instead, looked at the complete list of houses in
the system. Moreover, the time spent by participants was longer
on complex scenarios, and in the conditions with low accuracy.

Table 2: Conversational interface user behaviour analysis.

Correct
Submissions (%)

Time Spent
(mins)

Submissions looking
at all houses (%)

System accuracy High (𝑁 = 116) 65% 3.5 ± 2.25 38%
Low (𝑁 = 106) 42% 3.91 ± 2.86 65%

Scenario complexity Easy (𝑁 = 111) 55% 3.24 ± 2.35 50%
Hard (𝑁 = 111) 53% 4.17 ± 2.69 52%

Overall (𝑁 = 222) 54% 3.70 ± 2.57 51%

5.2 User Behavior with the GUI
The analysis of user behavior with the web interface is shown in
Table 3. We find that around 75% of the submissions were manually
selected by the participants (the house submitted by the user was
not the one recommended by the system), which may allude to
a distrust in the system. Comparing conditions with high accu-
racy and conditions with low accuracy, it can be seen that there
were marginally more correct submissions in the high-accuracy
condition (62.931%) than in the low-accuracy condition (52.542%).
Evidently, participants spent almost a minute more in the condition
with low accuracy than the condition with high accuracy. While
contrasting the easy and complex conditions, we observed that the
split between correct and incorrect submissions for the complex sce-
narios is almost even, while the percentages are in favour of correct
submissions for the easy scenarios (64.957%). Interestingly, the time
spent for complex scenarios was less than that of easy scenarios.
This can be explained by the fact that there were more submissions
of the system recommended house for complex scenarios than in
the case of easy scenarios.

5.3 Analysing Trust Across Interfaces
The trust scores of the interfaces were obtained by computing the
mean scores of the post-task questionnaire provided to the partic-
ipants. In Table 4, we show the descriptive statistics for the trust

https://sites.google.com/view/www22trust
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Table 3: Web interface user behaviour analysis.

Correct
Submissions (%)

Time Spent
(mins)

Submissions looking
at all houses (%)

System accuracy High (𝑁 = 116) 63% 4.60 ± 2.42 72%
Low (𝑁 = 118) 53% 5.30 ± 2.70 86%

Scenario complexity Easy (𝑁 = 117) 65% 4.96 ± 2.57 82%
Hard (𝑁 = 117) 50$ 4.94 ± 2.61 75%

Overall (𝑁 = 234) 58% 4.95 ± 2.58 79%

scores of the two interfaces, in two levels of system accuracy. For
conditions with low accuracy, the conversational interface obtained
a mean trust score of 3.445 ± 0.795 from 106 responses, while the
web interface obtained a mean trust score of 2.371 ± 0.6, from
118 responses. For conditions with high accuracy, the conversa-
tional interface obtained a mean trust score of 3.870 ± 0.595 from
116 responses, while the web interface obtained a mean score of
2.353 ± 0.642 from 116 responses.

Table 4: Descriptive statistics for trust score and satisfaction
score grouped by interface type and accuracy level.

User interface System accuracy Trust score
(𝑀 ± 𝑆𝐷)

Satisfaction score
(𝑀 ± 𝑆𝐷)

Chat Interface Low accuracy (𝑁 = 106) 3.445 ± 0.795 3.511 ± 0.810
High accuracy (𝑁 = 116) 3.870 ± 0.596 3.945 ± 0.613

Web Interface Low accuracy (𝑁 = 118) 2.371 ± 0.600 2.254 ± 0.505
High accuracy (𝑁 = 116) 2.353 ± 0.642 2.208 ± 0.578

A two-way ANOVA test was performed to analyse the effect of
interface type and accuracy of the system on the trust score. The
results (Table 5) showed significant effects of both interface type and
system accuracy, and a significant interaction effect of the interface
type and accuracy on the trust score. A post-hoc Tukey test (Table 6)
showed that the trust score did not differ significantly for the web
interface with low-accuracy condition against the web interface
with high-accuracy condition. The comparisons of conversational
interface with web interface, with both high-accuracy and low-
accuracy conditions, as well as the web interface with low-accuracy
against the conversational interface with high-accuracy showed
significant difference in trust scores.

This suggests that despite the differences in level of accuracy,
the participants tended to trust the conversational interface more,
in comparison with the web interface.

Table 5: Results of a two-way ANOVA on trust score against
interface type and accuracy.

Cases Sum of Squares df Mean Square 𝐹 𝑝 VS-MPR*

Interface (Chat vs Web) 182.829 1 182.829 420.623 < .001 3.264e+62
Accuracy (Low vs High) 4.529 1 4.529 10.420 0.001 41.467
Interface * Accuracy 5.353 1 5.353 12.316 < .001 97.473

5.4 User Satisfaction Across Interfaces
The satisfaction scores of the interfaces were obtained by computing
the mean scores of the interface quality and usability parameters of
the post-task questionnaire provided to the workers. These included

Table 6: Post-hoc comparisons of interface moderated by ac-
curacy on trust score.

Mean Difference SE 𝑡 𝑝𝑡𝑢𝑘𝑒𝑦

Chat-Low vs. Web-Low 1.074 0.090 11.982 < .001
Chat-High -0.426 0.092 -4.608 < .001
Web-High 1.091 0.090 12.132 < .001

Web-Low vs. Chat-High -1.499 0.089 -16.907 < .001
Web-High 0.018 0.086 0.206 0.997

Chat-High vs. Web-High 1.517 0.089 17.039 < .001

the Quality of Recommendations, Interface Adequacy, Interaction
Adequacy, Ease of Use, Usefulness of the interface, and Control
and Transparency. In Table 4, we see the descriptive statistics for
the satisfaction scores for the two interfaces, moderated by the
system accuracy. For low-accuracy conditions, the conversational
interface obtained a mean trust score of 3.511 ± 0.810 from 106
responses, while the web interface obtained a mean trust score of
2.254 ± 0.505, from 118 responses. For the high accuracy condition,
the conversational interface obtained a mean trust score of 3.945 ±
0.613 from 116 responses, while the web interface obtained a mean
score of 2.208 ± 0.578 from 116 responses.

Table 7: Results of a two-way ANOVA on the satisfaction
score against interface type and accuracy.

Cases Sum of Squares df Mean Square 𝐹 𝑝 VS-MPR*

Interface (Chat vs Web) 244.245 1 244.245 616.662 < .001 7.948e+81
Accuracy (Low vs High) 4.099 1 4.099 10.350 0.001 40.194
Interface * Accuracy 6.257 1 6.257 15.798 < .001 474.041

Table 8: Post-hoc comparisons of interface moderated by ac-
curacy on satisfaction score.

Mean Difference SE 𝑡 𝑝𝑡𝑢𝑘𝑒𝑦

Chat-Low vs. Web-Low 1.258 0.086 14.701 < .001
Chat-High -0.434 0.088 -4.919 < .001
Web-High 1.303 0.086 15.175 < .001

Web-Low vs. Chat-High -1.691 0.085 -19.979 < .001
Web-High 0.046 0.082 0.555 0.945

Chat-High vs. Web-High 1.737 0.085 20.436 < .001

A two-way ANOVA test was performed to analyse the effect of
interface type and accuracy of the system on the satisfaction score.
Similar to the results of trust scores, the results of user satisfaction
(Table 7) show significant effects of the interface type and system ac-
curacy, and a significant interaction effect of the interface type and
accuracy on the satisfaction score. A post-hoc Tukey test (Table 8)
showed that the satisfaction score did not differ significantly for
the web-based graphical user interface with low accuracy condition
against the web interface with high accuracy condition. The com-
parisons between conversational interface and web interface across
both high-accuracy and low-accuracy conditions, and the web in-
terface with low accuracy against the conversational interface with
high accuracy showed significant differences in satisfaction score.
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This analysis shows that the inaccurate recommendations caused
participants to be less satisfied with the conversational interface
when compared with accurate recommendations. However, for
the web interface there is no significant difference in the levels of
satisfaction. It is also interesting to note that the participants were
more satisfied with the conversational interface than with the web
interface irrespective of the accuracy of the system.

6 DISCUSSION
It is clear that users tended to trust the decision support system
while using a conversational interface more than they did while
using a web-based graphical user interfaces. This result was found
to be independent of the accuracy of the underlying system they
were interacting with. Having said that, we found a significant
difference in user trust between the system configured with low-
accuracy condition (3.45 ± 0.80) and system with high-accuracy
condition (3.87 ± 0.60) for the conversational interface conditions.
This suggests that the system accuracy can play a role in regulating
user trust in decsision support systems when using conversational
interfaces. Whereas, for the web-based graphical user interface,
we did not find any significant difference across trust scores in
conditions with low or high system accuracy respectively (2.37 ±
0.60 and 2.35 ± 0.64).

Similarly, it was also clear from the results that users were more
satisfied with using the conversational interface over the web-based
graphical user interface, irrespective of the accuracy of the condi-
tion.We also noted a similar significant difference in the satisfaction
score between the conversational interface with low-accuracy and
high-accuracy conditions (3.51 ± 0.81 and 3.95 ± 0.61 respectively),
while the web-based graphical user interface did not show any
significant differences between low-accuracy and high-accuracy
conditions (2.25 ± 0.51 and 2.21 ± 0.58 respectively).

6.1 Trust vs. Performance and the Role of Time
Interestingly, we found that the overall task completion time for
conversational interfaces was significantly shorter than web-based
graphical user interfaces (as can be seen in Table 2 and Table 3). A
possible reason for this might be that since users trust the conver-
sational interface more, they were less inclined to change the con-
straints once entered, after a recommendation was given. Whereas
for the the web interfaces, due to less trust in the system, the
users may have tended to be more careful in cross-checking the
constraints, thus increasing the completion time. This is further
substantiated by looking at the percentage of correct submissions
in case of low accuracy conditions for both the interfaces. We found
that for the conversational interfaces with low-accuracy condition,
43% of the submissions were correct, whereas, for the web inter-
faces with low-accuracy condition, 53% of the submissions were still
correct. Although researchers have paid attention to the trust and
work performance [16, 31], most previous studies mainly focused
on the output quality and the time [7, 9, 34, 35]. Our work suggests
a three-way trade-off between trust as a result of the interface,
active completion time, and user performance.

6.2 Implications for Designing DSS
The results suggest that for decision support systems of the future,
the choice of interface can have a major impact in the development
of both trust and user satisfaction. Decision support system design-
ers should be aware that conversational interfaces can potentially
be more trustworthy in general. This also suggests that conversa-
tional interfaces should not be abused, since the goal of designing
a proper user interface is to elicit appropriate system reliance by
building appropriate trust between the user and the system, rather
than over-trust or under-trust.

Furthermore, for conversational interfaces, the accuracy of the
system has an impact on the satisfaction of the user, whereas the
user satisfaction is not as affected by the accuracy of suggestions
on a web-based graphical user interface. The results on trust and
satisfaction across both the decision support systems with low-
accuracy and high-accuracy conditions convey that, the accuracy
of a decision support system in case on a conversational interface
is more detrimental in developing trust and user satisfaction, than
on a web-based graphical user interface.

6.3 Limitations and Future Work
Our experimental study was limited to a single domain (i.e., a deci-
sion support system for housing search). Although one may argue
that our findings can generalize to similar contexts with conversa-
tional interfaces and decision support systems, further explorations
are required to corroborate these insights. This may range from the
control interfaces in cars to robotics as well as in the e-commerce
domain. Further, it would be interesting to see how the trust in
conversational interfaces evolves in a long term as the system ac-
curacy improves or deteriorates. In the imminent future, we aim to
study trust formation in decision support systems with voice-based
conversational user interfaces.

7 CONCLUSIONS
In this work, we investigated the role of conversational interfaces
in shaping user trust in a decision support system and explored
whether accuracy of the system moderates the role of the interface.
We designed novel conversational interfaces and used conventional
web-based graphical user interfaces for a decision support sys-
tem in the form of a housing recommender system. We recruited
240 participants from a crowdsourcing platform and carried out
a between-subjects study. We found that the conversational in-
terface was significantly more effective in building user trust and
satisfaction in the decision support system when compared to the
web-based interface. We found that this was consistent across con-
ditions with varying accuracy of the housing recommender system.
Our study highlights the impact of conversational interfaces in
human computer interaction for trust development. These findings
have valuable insights and implications for system designers to
build trustworthy decision support systems in the future.
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